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Abstract. Social media, in the recent years, has become the main source of 
information regarding society’s feedback on events that shape the everyday life. 
The social web is where journalists look to find how people respond to the news 
they read but is also the place where politicians and political analysts would 
look to find how societies feel about political decisions, politicians, events and 
policies that are announced. This work reports on the design and evaluation of a 
search and retrieval interface for socially enriched web archives. The 
considerations on the end user requirements regarding the social content are 
presented as well as the approach on the design and testing using a large 
collection of web documents.  
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1 Introduction 

News, events and views are part of the everyday people’s interaction. In the times of 
social media, people communicate their thoughts and sentiments over the events and 
views that are presented to them via social networks [1, 2]. Their views are 
opinionated and can be viewed and responded to by the rest of the community. 
Organizations that are involved in the process of collecting and processing the 
people’s views, such as Broadcasters and Political Analyst Groups, try to harvest as 
much of the content as possible on an everyday basis. Instead of blindly searching for 
possible responses to news one by one, they use specialized tools to collect, analyze, 
group, aggregate, fuse and deliver the people’s opinions that are relevant to their 
analyses [3]. Broadcasters use the social network information for two purposes. The 
first is for the classification of importance of events or entities (persons, locations, 
etc.) reported in the news. The second is to further refine their search on opinions for 
specific entities or events that have exhibited some kind of importance, for example 
opinions about a certain person that were very diverse or polarized.  

The target of this work is an important problem of the recent years: big data and 
the approach that has to be adopted by the HCI researcher in order to create an 
interactive system for users to appreciate and reason the results of the big data 
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analysis. It presents the exploratory usability studies, in which user groups and 
usability requirements are identified and the follow up report on the archivist and end 
user findings.  

This work reports on the design and evaluation of a user interface for search and 
retrieval of archived web documents. We are particularly interested in the user 
experience design and testing involved with the aim of building a final user interface 
prototype that will enable both archivists and end users to search into collections of 
archived content and retrieve, social web information such as opinions, sentiments, 
key peoples’ names, and so on.  

The next session provides the related work followed by a discussion on the user 
requirements for the Search and Retrieval Application interface (SARA) and the core 
functionalities. Then, the user experience methodology is described along with 
preliminary results and challenges faced. Next, the design considerations along with 
certain technical approaches are presented. Finally, the user interface prototype is 
presented along with the analyzed results on the archivist and end user activity. 

2 Related Work 

Web archiving is about striving to preserve a complete and descriptive snapshot of the 
available web data for the future. In the always-changing Web, a dynamic approach of 
content selection and appraisal is important to ensure that the web data that will be 
archived are of high quality, present a complete description of the selected area of 
context and that this description is persistently retained in the resulting archives.  

For content and language analytics, social networks are a major part of the 
Semantic Web [4]. Social network information is the focus of major research because 
of the vast variety of content authors and the potential of the analyses that can be 
performed [5]. The crawling process collects the data according to parameters set by 
the archivist. The data quality at this point can be measured using specific crawling 
strategies [6]. The collected content is analyzed and annotated with semantic meta-
information. The semantic data are archived as meta-data for the web data.  

Identified entities are the most common result of linguistic analysis and the task of 
searching for entities in social networks involves the recognition of entities and 
relations [7]. The news domain is a large area of application for sentiment and 
includes many sources such as news web sites, blogs, RSS feeds and social media [8, 
9] Entities are the most important element for creating training sets for sentiment 
analysis [10]. They are used to describe the ontologies needed for sentiment analysis 
for texts in both generic and specialized domains such as the arts [11]. Moreover, 
entities and relations can be modeled for ontological approaches beyond traditional 
polarity sentiment, for example for modeling emotion recognition by relating entities 
with human emotional states such as arousal and pleasantness [12]. 

Especially for the Social Web, from the moment that social networks such as 
Twitter provided an API for collecting information, sentiment analysis can be 
performed in a multitude of ways. Saif et al. have used features like semantic concept 
to predict sentiment on Twitter data sets [13] while other works present ways of 
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analyzing sentiment using hashtags as feature annotation [14]. Applying sentiment 
analysis on collected texts requires that the text be processed to ensure that is valid 
and clean such as all data are for the intended language, the non-textual segments 
from the collection process are removed and so on. Petz et al. presented a process 
model for preprocessing such corpora [15]. 

The design and development of dedicated search and retrieval interfaces for 
accessing archived content is a dedicated task in the area of web archiving [16]. 
Hearst et al. presented the requirements for a successful search interface where they 
stressed the importance of successful faceting and browsing of the content using 
metadata [17].  

Semantic search [18] can be performed over data that include semantic metadata 
and involves the use of complex semantic queries. Methods have been proposed to 
simplify the complexity of the semantic queries by translating keywords to formal 
queries [19]. However, from the end user point, the complexity of the semantic 
queries should be left out of the user interaction flow by providing the means to make 
semantic search simple of all users as a step towards maximizing usability [20]. Such 
simplicity can be achieved by providing ways to faceting through metadata after a 
simple initial search, allowing the user to dive deeper into the semantic context rather 
instead of requiring complex semantic queries to be entered at the initial search [21]. 
Including both browsing and refining qualities on the faceted metadata can further 
optimize faceting [22]. 

Usability is a major factor for measuring success for semantic web applications 
[23] while success is measured taking in to account the human factor, the user [24]. 
Understanding the user behavior behind the search workflow is paramount to 
designing a successful search interface [25]. Studying the intentions of the users and 
their expectations of the search and retrieval process can be the basis of a successful 
user centered design [26]. Works on usability testing suggest that a search interface 
should empower the users during the whole information retrieval process [27]. 

There are many usability evaluation methods that can be deployed for evaluating 
web interfaces. Evaluating usability entails both usability inspection and usability 
testing methods to be applied and a successful usable design should be a product of 
iterative usability evaluation that involves the users in all stages of the development 
lifecycle [28]. 

3 The Rationale behind the SARA User Interface  

SARA is an integral part of the ARCOMEM project [29], the purpose of which is to 
leverage the wisdom of the people for web content selection and appraisal for digital 
preservation. The typical system process for the collection and analysis of the web 
and social web data is as follows: 

(a) The crawling process collects web pages [30] and social web sources [31], 
based on initial seed lists and keywords that collectively describe a domain 
(e.g. EU economic crisis). 
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2. During the online phase the system analyzes the collected data and produce 
information regarding the sources, dates, reputation statistics, etc. The data are 
stored in an appropriate document store [32]. 

3. The semantic analysis, the offline phase, analyses the web documents and the 
social data and produces the semantic information. The semantic data are stored 
in a Resource Description Framework (RDF) structure in order to be easily 
searchable by semantic queries. 

4. A high-level analysis is performed on the socially-derived data from which 
statistics like opinion mining, cultural analysis, entity analysis, are obtained. 

Users that comment on news, events and entities are part of the data that are collected 
and analyzed in order to select the most important opinions, views, key players and 
roles that are, in effect, the targets of interest of the communities. Entities, such as 
people and locations, are identified and their importance as well as the user opinions 
on them is examined. Related entities are also discovered and further analyzed. 
Information from the social networks is linked to other web sources in order to 
provide a complete picture of the events that shaped the opinions of the readers. 
The aim of the SARA web interface is to provide the means for the archivists and 
journalists to semantically search the vast amount of data (raw, semantic, social, 
analytics), retrieve and visualize the content so that all semantic links between the 
user search and the data are retained. Data include: 

• Web resources (text, images, videos) 
• Semantic information (sentiments, opinions) 
• Entities (people, locations, events, etc.) 
• Social network sources (statistics, user name, location, activity, etc.) 

The above data had already been processed by the analysis modules of the 
ARCOMEM system so that more information about the semantic relations and the 
social web analytics has been stored. A non-definitive list of such data for a specific 
set of search parameters is: 

• List of most relevant social media posts for one or more entities 
• List of most diverse social media posts 
• Topic detection 
• The most influential users from social media 
• Entity evolution information 

The images and videos are content types that are not processed semantically but 
directly to provide indication of duplication of documents (i.e. news articles that 
contain the same video or picture may also be duplicates) or information on the 
evolution of entities over time. An example for the latter are pictures depicting the 
same entity at different points in time that provide explicit verification that the entity 
description has evolved, e.g. Cardinal Francis was formerly Cardinal J.M. Bergoglio. 
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4 User Experience Considerations 

The user requirements collection was initially based on the expected functionalities by 
the two main user groups, Broadcasters and Parliament Archivist. The initial list of 
requirements that was based on the conceptual design of such web interface was very 
long, because of all the possible results expected from the analyses of the web data. 
The target users were overwhelmed by both the broad potential uses of the analyzed 
social information but also from the, at that time, unknown usefulness of each bit of 
that vast amount of data. That realization has made obvious the fact that the core 
advantage of the ARCOMEM approach, that is the content diversity and social web 
data potential, was also the main problem to solve regarding the actual design of the 
user interface. The provision, type and quality of the analyzed data would have to 
drive the user interface design and interaction process. In order to tackle this, it was 
decided that the best approach would have to be a combined focus group discussion 
on the user-system interaction and a heuristic approach during the requirements 
gathering. In our case, the classic low-fidelity prototyping would have had minimal, if 
any, success, since the user interaction would be driven by the actual content.  

During the focus group discussions the archivists, which are experts in search and 
retrieval interfaces, were presented with possible approaches using examples of real 
web interfaces that are used for archived documents, like the Europeana portal [33]. A 
quick breakthrough came when it was realized that the social media content itself as 
well as the analyzed semantic information from the social media was the most 
controversial part of the user interaction. The users were very interested in using the 
semantic data for their search but were not fully aware of why that information was 
there and where it was derived from. It was also obvious that different levels of 
importance could be assigned to the types of semantic data. 

The user perception on the importance of the types of semantic information for 
search and retrieval of web documents was an open research question as well as a pre-
requisite for the user experience design of the SARA interface. A series of 
experiments were run on first time users using an early demo interface populated with 
semantic information [34]. The populated data were carefully selected and several 
delivery options in the user interface were explored (in text, separate lists, tag clouds, 
facets, etc.). The think aloud approach was used to get the subjective user feedback 
but also a simplistic analysis of the user path selections was done by logging the user 
clicks and time. The above approach has led to an initial set of functional and non-
functional requirements that were used to create the high-quality interface prototype 
using a small subset of content data for the formative evaluation. 

5 Design and Technical Challenges 

The design of the interface prototype was based on the archivist and journalist end-
user feedback. The expected type of information from the retrieval process by both 
main user groups was formalized. The obligatory entities and opinions were first on 
the list but so was marking and ranking of the most reputable sources. The journalists 
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reported that events, both standalone (if unprocessed) or aggregated (if such process 
was available) were at the top of their priority. It was also asked that Twitter users, 
blog posters and other entities that report events should be analyzed for their 
reputation status, location and any other values that would assign them a “trustworthy 
source” for the reported event. This requirement bears similarities to an earlier study 
where journalists placed importance to the type of user that reports in the social media 
or the web, assigning the “eyewitness” versus “non-eyewitness” and the 
“journalist/blogger” versus “ordinary individual” values [35]. Apart from the above, 
the users asked for lists of relevant Twitter posts for each web resource. A web 
resource can be a web page, blog post, wiki page, and so on, but not only. Web 
resources are comprised of several web objects such as Twitter posts, blog comments, 
and other pieces of information that bear direct semantic relation to the bound entities 
and events.  

The semantic information was chosen to be indexed using the named entities as the 
basic starting point. Each entity may have other entities associated with it, opinions, 
participate in an event, and so on. This approach provides the advantage that a 
complete list of attributes is always available for each entity. But it also requires 
several hops through the RDF storage via SPARQL queries in order to collect it. 
Moreover, SPARQL is slow and inefficient for such queries and does not support full 
text search. RDF storage search does not offer functionalities like faceting, hit 
highlighting, lemmatization, stemming, etc. In order to allow for fast indexing, it was 
decided that a full text search engine should be deployed. 

In order to minimize response times, it was decided to fully populate the Solr index 
offline. For this purpose, it was needed to migrate most of the existing information 
from the RDF triple store to the Full Text Search Engine beforehand. The best 
practice for this was to convert the RDF triple store into a set of flattened documents 
that are compatible with the Solr schema. These flattened documents had to be 
populated one by one through an indexing process with values retrieved from the 
RDF triple store.  

For this task, a custom indexing module in Java and Groovy was implemented. 
Parts of Groovy dynamic programming language were added to create a kind of 
domain specific language. This small domain specific language (a set of classes) 
offers to an external user the possibility to easily change indexing rules on the fly.  

There are several approaches for the indexing procedure. Nevertheless, the most 
appropriate due to the large volume of the knowledge base was to apply an 
incremental formulation of Solr documents and index them one by one. This practice, 
though more time consuming, has minimal requirements for memory in both indexer 
and Solr Handlers while indexing. Moreover, it can be stopped anytime during 
indexing and resumed afterwards, without affecting the whole process.  

Each Solr document is representing an RDF web resource instance. It starts by 
retrieving a set of web resource-ids Iterator from the RDF triple store. Then, the 
process iterates through the ids of the web resources, and, for each id, all the required 
fields referring to this web resource instance are retrieved by SPARQL queries. Once 
the Solr document is fully populated it is inserted into Solr. The type of fields of the 
Solr schema has been appropriately configured for the purposes of this case. 
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Fig. 2. A web resource page, enriched with social information 

From the logs of the user interface usage, there are indications that two main user 
types are identified: the archivist and the end-user. This is a significant change from 
the initial assumption that user types such as a journalist and a political analyst end 
user are different types. The archivist proceeds in a well structured manner and goes 
through several items of the same hierarchical level in order to fulfill a sense of 
completeness for the archived data. The end-user, on the other hand, employs a more 
aggressive approach that drills down into the content, entities and opinions, in order to 
collect several examples that establish and validate a news story.  

Archivist. Views the content and evaluate availability and completeness of the 
selected web documents for digital preservation. Expert user, highly trained to locate 
missing groups of information, web resources and semantic. 

End-User. The generic user type. It includes researchers in news reporting, such as 
broadcasters and journalists, as well as researchers in other fields that are interested in 
the social web information. The latter may be policy makers, political/parliamentarian 
assistants, students of social sciences, law, and so on. 

7 Conclusion and Further Work 

This work reported on the user experience design considerations and findings for the 
design of a search and retrieval web interface for socially-aware web preservation. 
The next iteration of the design will involve the end users more actively. Transcribed 
scenarios will guide the users to perform certain actions in order to evaluate their 
interaction with the system. Free form search and retrieval will also be monitored in 
order to assess the efficiency of the current design and identify factors that may lead 
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to usability performance optimizations by letting the users exploit the full potential of 
the social content. User training sessions are expected to provide new insight into how 
archivists and journalist end users extensively access the interface to its full potential. 
The expected results could be very revealing as to the nature of the archivist search 
behavior, eventually leading to a more refined user experience for both user types. 
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FP7-ICT-270239. 
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